
HAL Id: hal-04758305
https://em-lyon.hal.science/hal-04758305v1

Submitted on 29 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Experiential Narratives in Marketing: A Comparison of
Generative AI and Human Content

Yingting Wen, Sandra Laporte

To cite this version:
Yingting Wen, Sandra Laporte. Experiential Narratives in Marketing: A Comparison of Generative
AI and Human Content. Journal of Public Policy and Marketing, 2024, �10.1177/07439156241297973�.
�hal-04758305�

https://em-lyon.hal.science/hal-04758305v1
https://hal.archives-ouvertes.fr


Peer Review Version
Experiential Narratives in Marketing: A Comparison of 

Generative AI and Human Content

Journal: Journal of Public Policy and Marketing

Manuscript ID JPPM-24-073.R2

Manuscript Type: Special Issue Revised Submission

Topics and Methods:
Marketing and Society < Content Areas, Experimental Design < 
Methodological Areas, Content Analysis < Methodological Areas, 
Advertising Persuasion < Content Areas, Technology < Content Areas

Journal of Public Policy & Marketing

Author Accepted Manuscript
DOI: 10.1177/07439156241297973

http://crossmark.crossref.org/dialog/?doi=10.1177%2F07439156241297973&domain=pdf&date_stamp=2024-10-28


Peer Review Version

Experiential Narratives in Marketing: A Comparison of Generative AI and Human 

Content

Yingting Wen

Assistant Professor of Marketing

EMLYON Business School

144 avenue Jean Jaurès, 69007 Lyon, France

wen@em-lyon.com

Sandra Laporte

Full Professor of Marketing 

Toulouse School of Management 

University Toulouse Capitole 

2 rue du Doyen Gabriel Marty, 31042 Toulouse, France

sandra.laporte@tsm-education.fr

Acknowledgments: The authors would like to thank the editors, the guest editor, and the three 

anonymous reviewers for their invaluable feedback and advice that significantly improved this 

paper.

Page 1 of 61

Journal of Public Policy & Marketing

Author Accepted Manuscript

mailto:wen@em-lyon.com
mailto:sandra.laporte@tsm-education.fr


Peer Review Version

Experiential Narratives in Marketing: A Comparison of Generative AI and Human 

Content

 

Abstract

As generative AI technologies advance, understanding their capability to emulate human-like 

experiences in marketing communication becomes crucial. This research examines whether 

generative AI can create experiential narratives that resonate with humans in terms of embodied 

cognition, affect, and lexical diversity. An automatic text analysis reveals that while reviews 

generated by ChatGPT 3.5 exhibit lower levels of embodied cognition and lexical diversity 

compared with reviews by human experts, they display more positive affect (Study 1A). 

However, human raters struggle to notice these differences, rating half of the selected reviews 

from AI higher in embodied cognition and usefulness (Study 1B). Instances of hallucination in 

AI-generated content were detected by human raters. For social media posts, the more 

sophisticated ChatGPT 4 model demonstrates superior perceived lexical diversity and leads to 

higher purchase intentions in unbranded content compared with human copywriters (Study 2). 

This paper evaluates the performance of large language models in generating experiential 

marketing narratives. The comparative studies reveal the models’ strengths in presenting positive 

emotions and influencing purchase intent while identifying limitations in embodied cognition 

and lexical diversity compared to human-authored content. The findings have implications for 

marketers and policymakers in understanding generative AI’s potential and risks in marketing.

Keywords: large language models, product description, embodied cognition, affect, lexical 

diversity, consumer perception
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Ever since the growth of artificial intelligence (AI) during the 1990s, the marketing field has 

incorporated AI technology into various areas such as services, management of customer 

relationships, personalization, and targeting (Huang and Rust 2018; Libai et al. 2020; Ma and 

Sun 2020). Yet, the advent of ChatGPT marks another transformative moment in AI application 

for marketing (OpenAI 2022). Unlike other AI models that mainly focus on data analytics 

(Davenport et al. 2020), the generative AI model behind ChatGPT is designed to generate new 

content (e.g., texts, images, and videos) based on learning from large datasets in human 

knowledge (Cao et al. 2023). This model can understand and respond to human instructions, 

enabling the rapid production of large amounts of content. With their advanced language 

processing capabilities, generative AI models matched and sometimes outperformed humans in 

analogical reasoning tasks (Webb, Holyoak and Lu 2023). ChatGPT has successfully passed the 

US bar exam for licensed lawyers, accounting CPA exams for certified accountants, and even a 

medical licensing exam (Eulerich et al. 2023; Katz et al. 2023; Takagi et al. 2023). The 

revolutionary technology further creates new possibilities for marketing. According to surveys of 

marketers, marketing content creation is the most important use case for generative AI tools 

(Press 2023). For certain companies, ChatGPT is becoming a replacement for human copywriters 

(Verma and Vynck 2023).

Whereas generative AI technology seems extremely powerful, it is not infallible or 

without shortcomings. Recent research in computer science has tested the cognitive (Zhuang et 

al. 2023), emotional (Tak and Gratch 2023), and linguistic abilities (Digutsch and Kosinski 

2023) of large language models (LLMs). Compared with humans, ChatGPT’s semantic network 

is more based on semantic similarity (share of meaning in words, e.g., England-Britain) than on 

associative similarity (probability of co-occurrence in the language, e.g., Mountain-Top) 
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(Digutsch and Kosinski 2023). Large language models often fail in language tasks involving 

real-world knowledge from perceptual and social systems (Mahowald et al. 2023). For instance, 

large language models (LLMs) struggle to compare the sizes of objects like a mountain and a 

sofa because we rarely describe their actual dimensions explicitly. They also demonstrate 

inconsistent performance in inferring others’ beliefs and intentions across various situations 

(Ullman 2023). 

Even though generative AI models can mirror the human mind at a cognitive level, the 

question remains: can they replicate actual feelings and sensory experiences in consumption? 

Can generative AI create marketing content that resonates with human feelings and drives 

consumer behavior? This article examines the experiential narratives produced by generative AI 

models and compares their textual qualities with those created by humans. The traditional 

marketing approach that focuses on functional and economic values is gradually replaced by 

experiential marketing, which focuses on the sensory, affective, cognitive, and behavioral values 

in the consumption experience (Schmitt 1999). To enhance consumer connections to brands, 

experiential narratives in marketing leverage storytelling techniques to create immersive, 

engaging, and emotionally resonant consumer experiences (Escalas 2004). These narratives can 

manifest through various forms, such as customer testimonials/reviews, detailed descriptions of 

consumption experiences, and social media posts. For instance, ads that vividly depict the 

consumer’s personal journey with the product can significantly improve brand attitudes and 

purchase intentions (Escalas, 2004). Similarly, detailed accounts of consumption experiences 

from a wine connoisseur discussing the wine’s texture, color, and aroma can evoke sensory and 

emotional responses that strengthen consumer involvement (Mora and Moscarola 2010). 
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In theories of brand experience (Brakus, Schmitt and Zarantonello 2009), researchers 

highlight three core experiential dimensions for consumption. The sensory dimension refers to 

sensory perceptions experienced through consumers’ senses—sight, sound, touch, taste, and 

smell. The emotional dimension relates to the feelings and emotions a brand elicits in consumers. 

The intellectual dimension involves the cognitive stimulation a brand provides that encourages 

consumers to think or engage creatively with the brand. In a similar vein, Schmitt (1999) 

introduces three strategic experiential modules in experiential marketing: sensory experiences 

(SENSE), affective experiences (FEEL), and creative cognitive experiences (THINK). Building 

on these theories, we analyze experiential narratives in marketing using three types of textual 

cues corresponding to these three dimensions. We use embodied cognition to measure the extent 

to which bodily experiences and physical interactions are involved in describing sensory 

experiences. We examine affect, as presented in texts through emotions and tones, to explore the 

inclusion of affective experiences. Finally, we assess lexical diversity to determine whether the 

narratives engage consumers creatively with rich and varied language. Table 1 summarizes the 

key terms used in the current research. Our study adopts a multi-method approach, combining 

objective analysis through automated textual analysis with subjective analysis based on human 

raters’ perceptions. We study two types of marketing communication that leverage experiential 

narratives in food and beverage consumption: product experience reviews and social media 

posts. These types of marketing content represent evolving channels of online word of mouth 

(WOM) in marketing communication that drive product sales (Kumar et al. 2016; Zhu and 

Zhang 2010). The use of generative AI to summarize, edit, or generate customer reviews 

signifies a transformative shift in marketing communication strategies with potential ethical 

concerns. Recently, the Amazon platform started providing AI-generated customer “highlights,” 
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which are short paragraphs that summarize common themes, product features, and customer 

sentiment based on existing customer reviews (Schermerhorn 2023). However, generative AI can 

also be used to generate fake customer reviews or other experiential narratives from scratch, 

which will be the focus of this research. The growing use of generative AI in marketing content 

creation—both ethical and unethical—demands investigation into its potential consequences. 

Larger language models like ChatGPT did not learn bodily experiences through direct interaction 

with the physical world. Instead, they summarize human sensory experiences by processing and 

interpreting human languages from extensive datasets. This paper’s core objective is to examine 

the textual qualities of content created by generative AI in sensory consumption experiences and 

enhance our understanding of generative AI’s role in content generation within marketing 

communication. While existing research on generative AI content predominantly utilizes 

objective and technical metrics for comparison (Digutsch and Kosinski 2023), this investigation 

takes a different approach. It complements the objective analysis provided by automated textual 

analysis with assessments of AI content from the consumers’ perspective, exploring their 

perceptions, comprehension, and emotional responses to AI-generated product descriptions. 

Our analysis reveals that, compared with human experts, ChatGPT 3.5 can exhibit lower 

levels of embodied cognition and lexical diversity. Interestingly, human raters often fail to detect 

these differences but can find evidence of hallucinations (i.e., instances where a language model 

generates factually incorrect texts, see Table 1) in AI-generated content. In contrast, the more 

advanced ChatGPT 4 model can match or even surpass human copywriters in perceived lexical 

diversity and effectiveness in driving purchase intention. These findings underscore the potential 

of generative AI in creating marketing narratives while highlighting the risk of producing 

inaccurate content. To the best of our knowledge, this is the first study to examine consumer 
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perceptions of experiential narratives in marketing produced by generative AI. Although large 

language models (LLMs) have been extensively studied in computer science for their 

performance on cognitive and language tasks (Srivastava et al. 2022) , there is scant research on 

their application in marketing content creation and subsequent consumer responses. This study 

bridges that gap by evaluating the effectiveness of LLMs in generating marketing narratives and 

understanding how these AI-generated messages resonate with consumers. Our findings offer 

marketers strategic insights for AI integration in marketing communication while informing 

policymakers to develop ethical guidelines for generative AI in marketing. 
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Table 1. Key Terminology and Related Literature

Terminology Definition Research in Marketing Research in AI This Paper

Embodied 

cognition

Cognitive processes that are 

deeply rooted in the body’s 

interactions with the 

physical world. For 

instance, people understand 

and remember geometry 

concepts when they 

physically interact with 

objects in those shapes 

(Wilson 2002).

Sensory experiences and mental 

simulation from embodied 

cognition drive consumer 

preferences and purchase 

intentions (Kwon and Adaval 

2018; Elder and Krishna 2011; 

Krishna and Schwarz 2014; 

Cascio Rizzo et al. 2023).

LLMs lack physical bodies 

essential for sensory 

experiences, leading to less 

nuanced descriptions (Xu et 

al. 2023). ChatGPT 4, with 

visual data training, shows 

enhanced performance in 

mental visualization (Xu et 

al. 2023).

Whether 

generative AI can 

produce 

experiential 

narratives with 

high levels of 

embodied 

cognition and 

how consumers 

react to them.

Affect Experiences of positive or 

negative feelings that 

include both the emotions 

expressed and the tones 

used in communications 

(Downes 2000; Russell 

2003).

Affect influences advertising 

effectiveness and viral content 

(Poels and Dewitte 2019; 

Lovett, Peres, and Shachar 

2013; Berger and Milkman 

2012; Rocklage and Fazio 

2020; Eckler and Bolls 2011).

AI models can create 

emotionally resonant 

content (Ray 2023; Mishra 

et al. 2023; Lynch et al. 

2023), but struggle with 

emotion forecasting and 

empathy (Tak and Gratch 

2023; De Freitas et al. 2023; 

The valence and 

extremity of 

emotions and 

tones in 

experiential 

narratives created 

by generative AI.

Page 8 of 61

Journal of Public Policy & Marketing

Author Accepted Manuscript



Peer Review Version

Liu-Thompkins, Okazaki, 

and Li 2022).

Lexical 

diversity

The range of unique words 

used in a text that reflects 

the richness and variability 

of language (McCarthy and 

Jarvis 2010).

Lexical diversity affects 

engagement in podcasts and 

consumer reviews (Liu et al. 

2023; Liu, Xie, and Zhang 

2019). 

ChatGPT 4 exhibits high 

lexical diversity but reduced 

readability (Herbold et al. 

2023; AlAfnan and 

MohdZuki 2023).

The lexical 

diversity of 

experiential 

narratives from 

generative AI and 

consumers’ 

perceptions.

Hallucination In the AI context, refers to 

situations where AI models 

confidently provide 

responses that appear 

plausible but are factually 

incorrect or nonsensical 

when evaluated against 

common knowledge 

(Maleki, Padmanabhan and 

Dutta 2024).

- AI models produce 

hallucinations due to issues 

with both training datasets 

and model architectures 

(Dziri et al. 2022). 

The existence of 

hallucinations in 

experiential 

narratives 

produced by 

generative AI and 

consumers’ 

reactions.
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Theoretical Background

Based on the three key modules of experiential marketing—sensory experiences, affective 

experiences, and creative cognitive experiences (Schmitt 1999)—this research focuses on three 

crucial textual dimensions for narrating sensory consumption experiences. The first dimension, 

embodied cognition, is the ability to articulate and understand sensory experiences derived from 

physical interactions with the environment. Affect, the second dimension, demonstrates the 

capacity to comprehend and convey emotions through content or tone. Finally, to generate 

creative cognitive experiences, it is essential to use unique and varied descriptions to avoid 

repetitive experiential narratives. The content generated from consumption experiences should 

display substantial lexical diversity, which may present a challenge for generative AI. Together, 

these dimensions provide a comprehensive framework for analyzing the depth and complexity of 

experiential narratives in marketing. The primary goal of this research is to empirically compare 

the performance of two generations of generative AI (ChatGPT 3.5 and ChatGPT 4) with 

human-generated content. Given the exploratory nature of this investigation and the scarcity of 

prior research comparing these AI models to human performance, we do not formulate specific 

hypotheses. Instead, we aim to uncover nuanced insights into the capabilities and limitations of 

these AI models, thereby contributing to a deeper understanding of their potential applications 

and impact across various contexts.

Embodied Cognition 

While traditional cognitive theories view information processing as computations isolated from 

bodily experiences, embodied cognition emphasizes that cognitive processes are deeply 
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intertwined with bodily interactions with the environment and highlights the importance of 

sensorimotor experiences in our cognitive abilities (Foglia and Wilson 2013). Bodily experiences 

are physical sensations such as touching or seeing that influence our thoughts. As we engage 

with our environment by navigating a room or handling objects, bodily interactions further shape 

our understanding and memory. Additionally, sensorimotor experiences that combine sensory 

inputs (what we see, hear, feel) with motor actions (movements) form the foundation for 

language comprehension. For instance, the phrase “financial burden is weighing him down” 

makes sense because we have all physically carried something heavy and felt the weight. This 

physical sensation helps us understand the emotional burden of financial stress. Evidence from 

neuroscience shows that verb processing is associated with brain regions for motor control 

functions, just as color naming is connected to brain areas for visual perception (Anderson, 

Richardson and Chemero 2012). Patients with motor system damage also have difficulty 

understanding action verbs like “running,” “kicking,” and “grasping” (Cardona et al. 2014). In 

marketing, sensorimotor experiences also play a key role in consumers’ preferences for options 

(Kwon and Adaval 2018) and purchase intention (Elder and Krishna 2011). Findings from the 

field of sensory marketing further highlight that sensory experiences driven by physical stimuli 

and mental stimulation have an important impact on marketing outcomes (Krishna and Schwarz 

2014). Influencers who use more sensory language in their content also attain more engagement 

and sales (Cascio Rizzo et al. 2023).

Large language models (LLMs) do not own a physical body that is essential for sensory 

experiences. As a result, LLMs rely on vast volumes of training data to learn from those 

experiences. This lack of embodiment could be a limitation for LLMs: their abilities to describe 

sensory experiences may be less nuanced or detailed than that of humans, and their descriptions 
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might lack the depth and authenticity that humans possess. Xu and colleagues (2023) studied 

how ChatGPT 3.5 and 4 performed compared to humans when rating lexical presentations for 

embodied experience (e.g., how much do you experience the concept of flower by 

touching/smelling/listening). They show that both LLMs can match human ratings in more 

abstract domains like emotions, but their ratings deviate from human ratings in sensory (related 

to senses like sight, sound, and touch) and motor (related to physical actions and movements) 

domains (Xu et al. 2023). Due to a lack of embodied experience, GPT 3.5 and GPT 4 fail to 

consistently align with human ratings in sensory dimensions such as visual, olfactory, and tactile 

representations of flowers (correlations <.60). However, as the more advanced model 

incorporating visual data training, ChatGPT 4 demonstrate enhanced performance in mental 

visualization (Xu et al. 2023). For hedonic products (e.g., food, cosmetics, art, etc.), their 

marketing communications (e.g., reviews and ad copywriting) require accurate portrayals of 

sensory experiences. That raises questions on whether generative AI can have comparable 

performance in creating embodied cognition (or anything close to embodiment) within marketing 

communications for these types of products. 

Affect and Marketing Communication

Affect has always been crucial in marketing communications, including advertising (Poels and 

Dewitte 2019) and word-of-mouth (WOM) (Lovett, Peres and Shachar 2013). By studying viral 

online content, Berger and Milkman (2012) find that content with high-arousal emotions, 

whether positive or negative, is more likely to go viral than content with low-arousal emotions. 

Yet, for consumer reviews, the effect of positive emotions mainly applies to hedonic products, as 

these emotions can induce mistrust in reviews of utilitarian products (Rocklage and Fazio 2020). 

Besides the emotions expressed in marketing communications, the tone used in the messages is 
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also a type of affect that influences marketing outcomes. For instance, research by Eckler and 

Bolls (2011) demonstrates that video advertisements with a more positive tone increase positive 

attitudes toward the advertisements and sharing intention.

Despite not having direct experiences with emotions, advanced Generative AI models 

like ChatGPT can create emotionally resonant content without possessing actual emotional 

intelligence (Ray 2023). They can generate human-like and appropriate emotional expressions in 

conversations (Mishra et al. 2023) and narrative generation (Lynch et al. 2023). Nevertheless, 

more recent research uncovers that generative AI models fail to forecast emotion intensities and 

provide coping responses (Tak and Gratch 2023). Chatbots using generative AI models also 

struggle to address consumers’ negative emotions and mental health issues appropriately (De 

Freitas et al. 2023). Present AI agents still fall short in empathy for customers’ affective and 

social experiences (Liu-Thompkins, Okazaki and Li 2022). Thus, using generative AI for content 

creation in marketing communications entails potential risks associated with the absence or 

misuse of emotions. 

Lexical Diversity

Prior studies have shown that lexical diversity, which refers to the range of unique words within 

a text (McCarthy and Jarvis 2010), can affect message effectiveness for high-status speakers. 

Podcasts with a moderate level of lexical diversity attain the highest level of listener engagement 

(Liu et al. 2023). However, the findings are more nuanced in marketing. For consumer reviews, 

language style matching between a reviewer and readers is more important than specific lexical 

features in the perceived helpfulness of the review (Liu, Xie and Zhang 2019). On the other 

hand, products like music need repetitive lyrics with low lexical diversity to generate higher 

processing fluency and market success (Nunes, Ordanini and Valsesia 2015).
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While writing from ChatGPT 3 exhibits less linguistic diversity than student essays (as 

rated by human experts), ChatGPT 4 can already use more complex and diverse vocabulary 

compared to human authors (Herbold et al. 2023). Similarly, in business correspondence writing, 

generative AI models like ChatGPT 4 can achieve high lexical diversity, albeit with reduced 

readability (AlAfnan and MohdZuki 2023). One exception occurs in the domain of news articles 

(Tseng, Verberne and van der Putten 2023), where human comments consistently demonstrate 

higher lexical diversity than ChatGPT 3.5. Based on previous findings, generative AI should be 

able to match or even surpass humans in lexical diversity for simple marketing copywriting 

tasks. Yet, it would be interesting to explore if this holds across different contexts and audiences 

and how it impacts consumers’ evaluations and engagement.

Overview of Studies

The current research comprises three empirical studies that investigate how generative AI and 

humans differ in their experiential narratives (see Table 2 for a summary). Focusing on sensory 

experiences of two product categories (whisky and chocolate), the studies compare content from 

generative AI and humans on their embodied cognition, affect, and lexical diversity with a multi-

method approach. Study 1A uses automatic text analysis as an objective lens to compare whisky 

reviews written by human experts against those generated by ChatGPT 3.5 for identical products. 

It demonstrates that human experts exhibit greater embodied cognition and lexical diversity, 

while ChatGPT 3.5 displays more positive tones and emotions. Study 1B extends the 

investigation of Study 1A by using human raters instead of automatic text analysis tools to 

evaluate a sample of reviews from Study 1A. Study 2 is a comparative analysis of social media 
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content related to chocolate products on Instagram. The posts used as stimuli include branded 

content (posts promoting specific products or brands) and unbranded content (posts that do not 

promote specific products or brands) written by either verified accounts or ChatGPT 4.0, a more 

advanced and multimodal model. We distinguish these two types of content based on past 

research showing that branded and unbranded content in social media marketing engage and 

persuade audiences through different mechanisms (Darmawan and Huh 2022; Holiday et al. 

2023). Human judges evaluate these posts on embodied cognition, affect, and lexical diversity, 

as well as their potential downstream consequences, such as audience engagement and purchase 

intention. The data and stimuli of the studies are available on OSF at: 

https://osf.io/gc7xz/?view_only=c8cb695057204d278aa2826feb59a32d.

Table 2. Summary of Studies

Studies Stimuli Purpose Method Key Measures

1A Reviews of 

product experience 

(whisky)

Compare 

linguistic 

characteristics 

of generative 

AI and human 

reviews 

Automatic text 

analysis (on 

222 whisky 

products)

Embodied cognition; 

affect; lexical diversity

1B Reviews of 

product experience 

(whisky)

Consumer 

perceptions 

and reactions 

to human 

expert reviews 

Human raters 

(N = 205)

Embodied cognition; 

affect; lexical diversity; 

authenticity; expertise; 

usefulness
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and generative 

AI content

2 Social media posts 

(chocolate 

products)

Compare 

human and 

generative AI 

content in a 

different 

context

Human raters 

(N = 207)

Embodied cognition; 

affect; lexical diversity; 

engagement; purchase 

intention

Study 1A

Study 1A provides a preliminary test of the linguistic characteristics in texts produced by human 

experts and a widely used generative AI model (ChatGPT). Using automatic text analysis, this 

study compares two samples of whisky reviews for the same group of products to investigate 

differences in embodied cognition, affect, and lexical diversity.

Data and Procedure

Whisky reviews were collected from two sources: human expert critiques in Whisky Advocate 

and outputs by Open AI’s ChatGPT 3.5 (https://chat.openai.com/), an AI model free to the 

public. Whisky Advocate is a leading whisky magazine featuring whisky news and reviews from 

renowned experts. An archive of 2,247 reviews written by expert critics is accessible at 

https://www.kaggle.com/datasets/koki25ando/22000-scotch-whisky-reviews. Considering the 

output constraints of ChatGPT 3.5, a stratified sample of 222 reviews (one review per whisky 

product) was generated. We first broke down the reviews by five whisky categories (single malt 
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scotch, blended scotch whisky, blended malt scotch whisky, single grain whisky, and grain 

scotch whisky) and further categorized them based on two key product attributes: product price 

and review point (i.e., the overall evaluation of the reviewed product on a 100-point scale). We 

defined the low (≤ 25th percentile), medium (above 25th percentile but ≤ 75th percentile), and 

high (above 75th percentile) ranges for both attributes. This classification resulted in 5 (product 

categories) ×  3 (price ranges) ×  3 (review point ranges) = 45 distinct groups. To ensure that 

each group was proportionally represented in our sample, we randomly selected 10% of the 

reviews from each group to create the final sample (see Web Appendix A for summary 

statistics). The final sample encompassed reviews from all whisky categories, price ranges, and 

review point ranges, with lengths ranging from 20 to 200 words and an overall average of 72.45 

words. Next, we retained the full names of 222 whisky products reviewed in this sample and 

created new corresponding whisky reviews using ChatGPT 3.5. ChatGPT 3.5 generated only the 

review texts, while all other product attributes remained unchanged from the Whisky Advocate 

dataset. To generate the review texts for the ChatGPT sample, we utilized the following 

standardized prompt:  

As a writer for Whisky Advocate, a magazine dedicated to whisky reviews, I am seeking 

highly detailed reviews for a specific selection of whiskies. Each review should be between 

20 and 220 words long (with an average of 70 words), ensuring a comprehensive and precise 

description of each whisky. Please continue generating reviews for each whisky on the list 

until the token limit is reached.

Here is the list line by line:

[a list of whisky names]
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Based on the token limit of 4096 for ChatGPT 3.5, which refers to the maximum number 

of tokens (units of text) the model can process at once (including both input and output), we 

input approximately 20 whisky names into the list each time until all the products were included. 

This process ensured that the model could generate detailed reviews without exceeding its 

capacity. To ensure the length of the reviews from ChatGPT matched those of the human experts 

sample, longer reviews were requested using the prompt “Please generate more reviews with 

more than 70 words” if more than half of the initial reviews had word counts under 70. This 

process resulted in 222 ChatGPT-generated reviews that matched the list of products from the 

stratified sample of human expert reviews. The average length of ChatGPT-generated reviews 

was 71.27 words. A Mann-Whitney U test was conducted to compare word counts in both 

review samples (due to violations of the normality and homogeneity of variances assumptions). 

The result indicated no statistically significant difference in word counts between the two 

samples, U = 25,453, p = .55. 

The linguistic characteristics of the review samples were analyzed using the Linguistic 

Inquiry and Word Count (LIWC) program (Boyd et al. 2022). LIWC provided text analysis 

outputs on various dimensions and sub-dimensions based on dictionaries related to psychological 

and social constructs. To measure embodied cognition, LIWC scores on cognitive processes 

(including dictionary words related to processes like insight, causation, and differentiation) and 

perception (including words on categories like attention, motion, visual, and auditory) were 

summed. This approach guaranteed that the sensory language incorporated cognitive reflection. 

For affect measures in LIWC, we retrieved dimensions at two levels: affect as a general concept 

at the first-level dimension, and sub-dimensions such as positive/negative tones and 

positive/negative emotions. Finally, for lexical diversity, the analysis included calculating the 
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overall type-token ratio (TTR), the mean segmental type-token ratio (MSTTR) (Johnson 1944) 

across two samples, and a comparison of word distribution (more details are provided in the 

relevant result section below).

Results

Shapiro-Wilk tests on reviews from human experts and ChatGPT revealed significant non-

normality in most linguistic variables. For human expert reviews, the distributions for embodied 

cognition (W = 0.99, p = .21), affect (W = 0.972, p < .001), positive tones (W = 0.96, p < .001), 

negative tones (W = 0.49, p < .001), positive emotions (W = 0.65, p < .001), and negative 

emotions (W = 0.23, p < .001) significantly deviated from normality. Similarly, for ChatGPT 

reviews, significant departures from normal distribution were observed for embodied cognition 

(W = 0.98, p = .005), affect (W = 0.99, p = .047), positive tones (W = 0.98, p = .012), negative 

tones (W = 0.64, p < .001), and positive emotions (W = 0.86, p < .001), with only zeros in values 

for negative emotions. Given these violations of assumptions necessary for parametric testing, 

only non-parametric methods, specifically the Mann-Whitney U tests, were employed for the 

result analysis.

Embodied cognition

As mentioned before, embodied cognition was calculated by summing the values of the cognitive 

process and perception variables from LIWC. The Mann-Whitney U test revealed a significant 

difference in the level of embodied cognition between the two samples, U = 40,939, p < .001. 

ChatGPT reviews (M = 9.76, SD = 4.32) had a significantly lower level of embodied cognition 

than human expert reviews (M = 15.69, SD = 4.51, see Figure 1).
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Figure 1. Comparative Analysis of Linguistic Features in Study 1A

Note: Error bars represent standard errors.

Affect

There were also significant differences in affect measures between ChatGPT and human expert 

reviews (see Figure 1). In LIWC, “affect” measures the presence of any affective content in 

texts. It includes two sub-measures: “emotions,” which assesses the emotional expressions in the 

content, and “tones,” which analyzes the positive or negative sentiment in the language. 

ChatGPT reviews demonstrated a significantly higher level of affect (M = 5.95, SD = 2.33) than 

human expert reviews (M = 4.88, SD = 2.82), U = 18,138.5, p < .001. This was mainly because 

ChatGPT displayed significantly more positive tones (M = 5.46, SD = 2.45, U = 17,585.5, p 

< .001) and positive emotions (M = 1.30, SD = 1.31, U = 16,502, p < .001) compared with 

human experts (positive tones: M = 4.31, SD = 2.75; positive emotions: M = 0.56, SD = 0.95).

Lexical diversity
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The Type-Token Ratio (TTR) and the Mean Segmental Type-Token Ratio (MSTTR) are indices 

of lexical diversity in linguistic research (Johnson 1944). TTR is a measure of vocabulary 

variety, calculated as the ratio of different words to the total number of words (tokens) in a text. 

This metric is particularly useful for evaluating the richness and variability of language use and 

is sensitive to the length of the texts. The MSSTR overcomes the length-related bias by 

calculating the TTR over fixed-sized segments of text (e.g., every 1000 words). It provides a 

more consistent measure of lexical diversity across texts of varying lengths. To calculate the 

overall Type-Token Ratio (TTR) and Mean Segmental Type-Token Ratio (MSTTR) per 1000 

words of both samples, reviews from all whisky products were consolidated per sample for a 

comprehensive evaluation of lexical diversity. Natural language processing techniques were used 

to prepare the text data before calculating the TTR and MSTTR. The preprocessing included 

tokenization, which broke down text into individual units like words or phrases. The next step 

involved stop word removal, which excluded common words such as “the” and “is” that don’t 

add much meaning. Finally, lemmatization was applied to simplify words to their base forms, so 

words like “running,” “ran,” and “runs” are all reduced to “run.” These steps helped standardize 

the text for more accurate analysis. The TTR and MSTTR were then calculated for each corpus 

of reviews, resulting in two TTR and MSTTR values: one for the human review sample and one 

for the ChatGPT 3.5 sample. The results revealed that reviews from the human experts had a 

higher TTR (0.26) and MSTTR (0.59) compared with ChatGPT 3.5 (TTR: 0.10; MSTTR: 0.29), 

suggesting human experts used a wider variety of vocabulary across texts. To provide a 

statistical comparison of lexical diversity, we conducted a Chi-square test on the distribution of 

the most frequent words between the two samples, as discussed in the following analysis.

Page 21 of 61

Journal of Public Policy & Marketing

Author Accepted Manuscript



Peer Review Version

Using identical data preprocessing procedures (i.e., tokenization, stop word removal, and 

lemmatization), the top 20 words were identified for human expert and ChatGPT reviews (see 

Figure 2). There was a shared core vocabulary centered on essential aspects of the whisky-tasting 

experience, such as words like finish and palate. Both human experts and ChatGPT 3.5 

emphasize the common taste (fruit, spice) and aroma (nose) of the whisky, which are 

fundamental components in reviews. Nonetheless, there were notable differences between the 

two review samples. Human experts used more terms related to aging (year and old) and cask 

types (cask). They also employed a broader selection of taste descriptors, such as toffee, 

chocolate, and honey. These choices of words were indicative of more detailed and nuanced 

observations, possibly drawing from richer experiences. 

Figure 2. Frequency of Top 20 Words in Whisky Reviews: Human Experts vs. ChatGPT 3.5

Figure 3 presents a side-by-side analysis by combining all top words and their 

corresponding frequencies from each sample. A chi-square test that compared the top words 

distributions further revealed a significant difference between the two samples (χ² = 629.71, p 

< .001). The figure illustrated that ChatGPT 3.5 tended to overuse its top words with a much 
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higher frequency compared with human experts, implying that the AI model relied on certain 

words more heavily due to its training data patterns.

Additionally, there were distinct gaps in the distribution of specific words. For example, 

human experts utilized words like chocolate, sweet, and sherry more often, which were less 

prevalent in the AI-generated texts. On the other hand, words like hint, finish, and expression 

were used more frequently by ChatGPT 3.5. These types of words are more functional as they 

describe the overall impression rather than specific sensory details. Therefore, the AI model 

might prioritize general descriptors that apply to a wider range of experiences, while human 

experts delve into more detailed sensory descriptions that convey the specific nuances of each 

whisky.

Figure 3. Word Frequency Distribution by Data Source

Discussion
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With automatic text analysis, Study 1A demonstrates initial evidence of how human experts and 

generative AI differ when describing consumption experiences. The result uncovers that reviews 

written by human experts have higher levels of embodied cognition and lexical diversity. 

Compared with outputs from ChatGPT 3.5, reviews from human experts reflect richer bodily 

interactions from their unique physical experiences. They also use more diverse and specific 

vocabulary in their reviews. The top words analysis revealed a disproportionate representation of 

certain words in content from generative AI. This overrepresentation could stem from biases 

present in the training data, including stereotypes, which the models further amplified by 

reinforcing associations among word tokens (Liang et al. 2021). However, human experts 

display much less positive tones and emotions, which could be due to the emotional numbness 

(i.e., significantly lower emotional reactions to hedonic experiences) of experts (Rocklage, 

Rucker and Nordgren 2021). Another possible explanation could be the strategies used by 

developers to fine-tune generative AI models that aim to improve their interactions with humans, 

as evidenced by the more positive emotions and tones. 

 

Study 1B

Although automatic text analysis tools can identify differences between reviews from human 

experts and generative AI, can humans perceive those differences without relying on extensive 

vocabulary dictionaries and quantitative algorithms? Study 1B uses a selection of reviews from 

Study 1A and asks human raters to assess them on the same variables. The goal is to examine 

whether consumers, as the audience of these reviews, can detect tangible differences between the 

content written by human experts and that generated by ChatGPT 3.5.
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Data and Procedure

A sample of whisky reviews was generated by randomly selecting four human expert reviews, 

each representing different levels of embodied cognition in four quartiles (below the 25th 

percentile, between the 25th and 50th percentiles, between the 50th and 75th percentiles, and 

above the 75th percentile) from reviews in Study 1A. Subsequently, the corresponding ChatGPT 

reviews for the same whisky products were identified. The final stimuli consisted of four reviews 

from human experts and four ChatGPT reviews for the same whisky products. 

Two hundred five alcohol consumers (49.27% female, 50.73% male; Mage = 32.43, SDage 

= 9.70) were recruited from Prolific for an online study. All participants passed an attention 

check question, so there was no exclusion from the sample. They were randomly assigned to one 

of the two conditions: human expert reviews or ChatGPT reviews. The order of the reviews (four 

in total for each condition) was randomized. After reading a review, subjects evaluated it on 

several dimensions in 7-point Likert scales. Embodied cognition was measured with a three-item 

scale developed based on prior work from Barsalou (2008) (“The review makes me feel as if I 

can almost smell and taste the product,” “When I read the review about the product, I vividly 

imagined its taste and texture,” “I felt a strong physical craving for the product after reading the 

review”; α > .85 for all reviews). Positive emotions were assessed with the item “How positive 

are the emotions expressed in the review?” (1 = Not positive at all, 7 = Very positive). Lexical 

diversity was evaluated using items created based on Jarvis’s (2013) definition of the construct: 

“How would you describe the choice of words in the review?” (1 = With low diversity/Very 

repetitive/Very limited, 7 = With high diversity/Very varied/Very rich; α > .80 for all reviews). 

For exploratory purposes, the perceptions of authenticity (Beverland and Farrelly 2010; 𝛼 > .87 

for all reviews; “The content of the review is realistic/truthful/authentic,” 1 = Strongly disagree, 
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7 = Strongly agree), level of expertise (1 = Low level of expertise, 7 = High level of expertise), 

and usefulness (1 = Not useful at all, 7 = Very useful) of the review were also measured. In the 

end, participants left their thoughts and comments on the study in an optional open-ended 

question.

Results

The distributions of most key variables (11 out of 12) deviated from a normal distribution. 

Hence, non-parametric Mann-Whitney U tests were used for group comparisons. Table 3 

summarizes the descriptive statistics and results of Mann-Whitney U tests for key variables 

across two conditions.

Table 3. Descriptive Statistics of Key Variables in Study 1B

Reviews Variables

Embodied Cognition Positive Emotions Lexical Diversity

Human 

Experts

ChatGPT 

3.5

Human 

Experts

ChatGPT 

3.5

Human 

Experts

ChatGPT 

3.5

Review 1 4.94 

(1.53)

5.12 

(1.23)

5.38 

(1.19)

5.71 

(1.09)

5.35 

(1.17)

5.27 

(1.05)

MWU U = 5481, p = .59 U = 6108, p = .036* U = 4919, p = .43

Review 2 4.73 

(1.38)

5.04 

(1.22)

5.39 

(1.28)

5.76 

(0.97)

4.99 

(1.28)

5.31 

(1.02)

MWU U = 5843, p = .16 U = 6000, p = .068† U = 5952, p = .10

Review 3 4.11 

(1.44)

4.56 

(1.34)

5.06 

(1.33)

5.34 

(1.28)

4.86 

(1.19)

5.12 

(1.14)
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MWU U = 6258, p = .017* U = 5900, p = .12 U = 5834, p = .17

Review 4 4.32 

(1.67)

4.77 

(1.42)

5.48 

(1.43)

5.56 

(1.32)

5.16 

(1.33)

5.42 

(1.20)

MWU U = 6095, p = .047* U = 5843, p = .81 U = 5843, p = .20

Note: Means with standard deviations in parentheses. MWU: Mann-Whitney U tests. †p <.10. *p 

<.05.

Embodied cognition

Human raters observed no significant differences in embodied cognition between reviews by 

human experts and ChatGPT for Reviews 1 and 2 (see Table 3). Contrary to the embodied 

cognition scores from LIWC, they evaluated ChatGPT reviews as having higher levels of 

embodied cognition for Reviews 3 and 4 (see Web Appendix B for the actual reviews and LIWC 

scores of the sample). 

Positive emotions

The analysis of affect in Study 1B mainly focused on positive emotions because LIWC scores on 

positive tones were similar between human experts and ChatGPT reviews (Mhuman experts = 5.51, 

MChatGPT = 5.61). According to participants’ ratings, ChatGPT showed more positive emotions in 

Reviews 1 and 2 (see Table 3). For Reviews 3 and 4, there were no significant differences in 

positive emotions. The participants’ evaluations were thus consistent with LIWC scores for half 

the sample, which indicated that compared with human experts, generative AI like ChatGPT 

often showed more positive emotions in product reviews, even to human readers.

Lexical diversity
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No significant difference in lexical diversity was found between the two groups of reviews (see 

Table 3). This outcome could be due to human raters’ limited exposure to product reviews. 

Unlike automatic text analysis tools that utilize extensive dictionaries and evaluate reviews with 

a statistical approach as seen in Study 1A, human raters encountered difficulties in assessing 

vocabulary diversity and identifying the overuse of certain word groups when only a limited 

number of reviews were presented to them. Although human experts showed objectively a 

greater overall lexical diversity in their reviews in Study 1A, this advantage did not significantly 

impact participants in Study 1B who read only four product reviews. This smaller sample might 

give them few opportunities to notice the recurrence of some words and the lower lexical 

diversity. These conditions are likely to correspond to the browsing behavior of online reviews in 

real life, where consumers will only read a reasonable sample of reviews.

Other variables

There was no significant difference between the two conditions in authenticity, expertise, and 

usefulness for Reviews 1-2. For Review 3, the ChatGPT-generated review showed marginally 

higher levels of expertise and usefulness (see Table 4). For Review 4, The ChatGPT review was 

judged to have significantly higher levels of authenticity, expertise, and usefulness (see Figure 

4). 

Table 4. Descriptive Statistics of Other Variables in Study 1B

Reviews Variables

Authenticity Expertise Usefulness

Human 

Experts

ChatGPT 

3.5

Human 

Experts

ChatGPT 

3.5

Human 

Experts

ChatGPT 

3.5
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Review 3 5.09 

(1.25)

5.06 

(1.10)

5.06 

(1.41)

5.41 

(1.26)

4.80 

(1.41)

5.15 

(1.46)

MWU U = 5046, p = .63 U = 5958, p = .089† U = 5834, p = .056†

Review 4 4.50 

(1.40)

5.12 

(1.12)

4.85 

(1.55)

5.73 

(1.28)

4.48 

(1.76)

5.39 

(1.43)

MWU U = 6668, p < .001*** U = 7050, p < .001*** U = 6814, p < .001***

Note: Means with standard deviations in parentheses. MWU: Mann-Whitney U tests. †p <.10. 

***p <.001.

Figure 4. Results of Reviews 3 and 4 in Study 1B

Note: Error bars represent standard errors.

Open-ended question
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role in how participants evaluated the reviews. For instance, one participant mentioned, “the 

third review (Review 4) in particular wandered all over the place; the reviewer in my view tried 

too hard & went off rail into storytelling”. A comparison of the texts in both conditions 

uncovered that, unlike human experts who often use succinct and pithy language, ChatGPT 

reviews included a more reader-friendly structure (nose-palate-finish-summary), making them 

easier to process. This result highlighted a limitation of relying solely on automatic text analysis 

tools to evaluate generative AI output: the neglect of context and text structure that are important 

for readers.

Evidence of hallucination

Generative large language models like ChatGPT suffer from issues of hallucination, which 

occurs when the model generates seemingly plausible but fabricated content that is not grounded 

in factual information (Rawte, Sheth and Das 2023). Considering the large number of product 

reviews in Study 1A, verifying the accuracy of ChatGPT-generated reviews in terms of taste 

description was challenging. Nevertheless, participants in Study 1B, who were actual alcohol 

consumers, were able to detect instances of hallucination in ChatGPT reviews. Several 

participants mentioned that the usage of “smoked bacon” in describing the taste of whisky in 

Review 3 was peculiar. A word frequency analysis in Study 1A’s reviews revealed that the word 

“bacon” appeared in 10.36% of the ChatGPT reviews but was scarcely mentioned in human 

expert reviews (only once as “bacon fat”). The result suggested that content from generative AI 

had tendencies toward excessive use of specific terms and hallucinations.

Discussion

Page 30 of 61

Journal of Public Policy & Marketing

Author Accepted Manuscript



Peer Review Version

The results of Study 1B provide the other side of the story from the perspective of consumers. 

When reading a selection of the reviews from Study 1A, consumers found that certain reviews by 

human experts displayed lower levels of embodied cognition, expertise, and usefulness, 

potentially because human experts used more idiosyncratic structures for reviews. As in Study 

1A, they noted that ChatGPT reviews contained more positive emotions. Thus, ChatGPT proved 

to be more effective in expressing positive feelings and more convincing. However, the 

participants identified the issue of hallucination in content from generative AI, possibly due to its 

reliance on word-by-word prediction and vulnerability to noisy training data points (Dziri et al. 

2022).

Study 2

Study 2 aims to (1) investigate a more sophisticated, multimodal generative AI model (Bing Chat 

with ChatGPT 4), (2) explore a different use of LLM in marketing communication by 

benchmarking the outputs of ChatGPT 4 against social media posts from verified accounts, and 

(3) examine potential downstream consequences (e.g., engagement and purchase intention) of 

these marketing communications. Prior research has shown that consumers react differently to 

branded and unbranded content on social media, demonstrating varying levels of persuasion 

knowledge (Darmawan and Huh 2022) and engaging differently with emotional expressions in 

these posts (Holiday et al. 2023). Therefore, we test and compare both types of posts in this 

study.  

Data and Procedure
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Texts and images from a branded post from GODIVA (verified account) and an unbranded post 

from a verified influencer account, both featuring chocolate-tasting experiences, were collected 

and stored separately. Subsequently, two new posts were generated using Bing Chat 

(https://www.bing.com/chat), a publicly free platform integrating ChatGPT 4. Since ChatGPT 4 

is a multimodal model, which means the model can process various forms of multimedia such as 

images, videos, or audio as input (Rahaman et al. 2023), users can also add images in Bing Chat. 

The text sample for ChatGPT 4 was created by uploading images of the two Instagram posts 

from verified accounts, accompanied by the following specific prompt (with a concise 

conversation style). The number of words was specified to match the length of the original 

verified accounts’ posts:

(for branded content)

Please generate texts for this image on an Instagram post. The texts should be approximately 

24 words long. No need to include hashtags. Mention GODIVA in the post.

(for unbranded content)

Please generate texts for this image on an Instagram post. The texts should be approximately 

49 words long. No need to include hashtags. Do not use texts that already exist on the 

Internet.

Afterward, we used an Instagram post generator tool (https://zeoob.com/generate-

instagram-post/) to create two versions of experimental stimuli. Both versions included the same 

image, with texts either sourced from the original verified accounts or newly generated by 

ChatGPT 4. We set the same parameters for the number of likes, comments, and the timing of 

publication in the tool to control for these factors. Two hundred ten US participants (46.86% 

female, 51.69% male, 1.45% preferred not to say; Mage = 39.63, SDage = 11.73) from the 
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CloudResearch platform were recruited for an online experiment. After excluding responses that 

failed the attention check, the final sample size was 207. Participants were instructed to imagine 

that they were scrolling through Instagram and came across some posts. They were first 

randomly assigned to one of the two conditions for branded content (human copywriter vs. 

ChatGPT 4), in which they viewed a post featuring the same image but with different texts (see 

Web Appendix C for stimuli). After reading the post, subjects rated the level of embodied 

cognition (𝛼 = .87; same items as in Study 1B), affect (“How positive do you find the 

tone/emotions of the Instagram post?” 1 = Not positive at all, 1 = Very positive), and lexical 

diversity (𝛼 = .80; same items as in Study 1B) on 7-point Likert scales. Then, they answer 

questions on how likely they were to engage with this post (e.g., like, comment on it) and to buy 

the product in the post in the future (1 = Not at all likely, 7 = Very likely). Other variables like 

authenticity, readability, quality of the content, and brand preference were also measured. In the 

second part of the study, participants were again randomly assigned to one of the two conditions 

for unbranded content and read posts from either the influencer account (human copywriter) or 

generative AI (ChatGPT 4). They responded to the same questions as in the first part, except that 

the brand preference question was removed. At the end of the study, information on Instagram 

usage and demographics were collected.

Results

Shapiro-Wilk test results indicated that the distributions of embodied cognition, affect, and 

lexical diversity for both branded and unbranded content deviated from normality, with all p-

values being less than .05. Therefore, the Mann-Whitney U tests were used to compare the group 

differences as in Studies 1A-B. There was no significant difference in Instagram usage between 
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subjects in the human copywriter and ChatGPT 4 conditions (Fisher’s exact test: branded 

content: p = .56; unbranded content: p = .24).

Branded content

Unlike the findings from Studies 1A-B, there were no significant differences observed in the 

levels of embodied cognition (U = 4888.5, p = .28), positive tone (U = 5086.5, p = .49), positive 

emotions (U = 4870, p = .23), or lexical diversity (U = 4971.5, p = .37) between participants in 

the human copywriter and ChatGPT 4 conditions (see Figure 5). Similarly, participants in both 

conditions did not show significant differences in engagement (U = 5074, p = .51), purchase 

intention (U = 5210.5, p = .73), or other variables.

Figure 5. Results of Branded Content in Study 2

Note: Error bars represent standard errors.
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The result indicated that ChatGPT 4 could closely mimic the performance of human 

copywriters in terms of creating social media content and elicit similar levels of cognitive and 

emotional response from the audience. The lack of significant differences in downstream 

consequences (i.e., engagement and purchase intention) further suggested that AI-generated 

content was nearly as effective as content created by human copywriters. This parity in 

performance across various metrics showed that more sophisticated generative AI could match 

the capabilities of human copywriters for branded content creation in digital marketing.

Unbranded content

For unbranded content, there was a marginally significant difference between the two conditions 

regarding embodied cognition. Compared with the original post from the human copywriter (M = 

5.29, SD = 1.36), the post generated by ChatGPT 4 (M = 5.61, SD = 1.27) received a slightly 

higher score in embodied cognition, U = 6134, p = .069 (see Figure 6). No significant difference 

was found for positive tone (U = 5243, p = .78) or positive emotions (U = 5189.5, p = .68). 

Interestingly, the ChatGPT 4 post (M = 5.91, SD = 1.12) had a significantly higher level of 

lexical diversity than the human copywriter post (M = 5.51, SD = 1.05), U = 6708.5, p = .0015 

(see Figure 6). 

Participants demonstrated an equal likelihood of engagement with the post (U = 5739.5, p 

= .37). However, a significant difference was observed in their purchase intention (U = 6271, p 

= .03). Subjects in the ChatGPT 4 condition (M = 5.18, SD = 1.86) had significantly higher 

purchase intention compared with those in the human copywriter condition (M = 4.74, SD = 

1.77, see Figure 6). The quality of the content was also considered relatively higher for the 

content produced by ChatGPT 4 (M = 6.19, SD = 1.04) than by the human copywriter (M = 5.98, 

SD = 0.97), U = 6184, p = .04. No significant difference was found for other variables.
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Figure 6. Results of Unbranded Content in Study 2

Note: Error bars represent standard errors.
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purchase intention (Bembodied cognition = 0.68, t(202) = 8.63, p <.001; Blexical diversity = 0.27, t(202) = 

2.55, p <.05) for branded content. For unbranded content, embodied cognition was the only 

significant predictor for engagement (Bembodied cognition = 0.93, t(202) = 7.66, p <.001) and 

purchase intention (Bembodied cognition = 0.87, t(202) = 9.58, p <.001). 

Discussion

Study 2 presents intriguing findings by contrasting the writing of human copywriters from 

verified social media accounts with that of a more advanced AI model, ChatGPT 4, as perceived 

by consumers. For branded content, participants were unable to discern any significant 

differences between content created by the brand and that generated by the AI model. The results 

were even more striking for unbranded content. ChatGPT 4’s creation was not only comparable 

in terms of intended engagement and purchase intention but was also perceived as superior in 

embodied cognition, lexical diversity, and content quality. The absence of significant differences 

in the branded content segment could suggest that ChatGPT’s capabilities are on par with those 

of professional copywriters, as brands typically employ professional writers for their content. 

Conversely, for non-branded social media accounts, where copywriting is not always done by 

professionals, the distinctions in content quality become more pronounced. It should be noted, 

though, that the publication dates of the original Instagram posts are different for branded and 

unbranded content (2023 for branded content and 2021 for unbranded content). Since the 

branded content was published after ChatGPT’s launch, there is a possibility that the brand 

started using ChatGPT for its social media posts.

General Discussion
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Can generative AI describe a sensory consumption experience, such as tasting whiskey or 

chocolate, as humans do? The current research addresses this question by comparing content 

from humans and two consecutive generations of generative AI (ChatGPT 3.5 and 4) across 

three important capabilities to describe sensory experiences: (1) embodying cognition from (or as 

if from) physical experiences, (2) conveying affect through emotions and tones, and (3) applying 

a diverse and nuanced vocabulary for sensory experiences. Through a multi-method approach 

involving both automatic text analysis and human evaluations, the studies provide insights at 

both macro and micro levels. While automatic textual analysis across a broad corpus revealed 

that human experts demonstrated higher levels of embodied cognition and lexical diversity, they 

were less expressive in affect. Conversely, when given only a sample of the content from either 

human experts or generative AI, human raters were unable to detect differences except for 

positive emotions. Generative AI output was perceived as matching or even exceeding human 

writers’ capabilities in creating engaging narratives and persuading consumers. In two studies, 

generative AI exhibits more positive emotions/tones than human experts. 

As far as we know, this is the first research to investigate the application of generative AI 

in creating experiential narratives in marketing and its downstream impact, including consumer 

responses and marketing performance outcomes (e.g., intended purchase and engagement). Our 

findings provide insights into how generative AI transforms marketing communication by 

studying the experiential narratives created by generative AI, from content characteristics to 

consumer reactions, and comparing them with human-generated content. This work lays the 

groundwork for future studies in the intersection of artificial intelligence and marketing 

practices. Based on objective automatic text analysis of a large corpus, human-generated 

Page 38 of 61

Journal of Public Policy & Marketing

Author Accepted Manuscript



Peer Review Version

experiential narratives exhibit superior embodied cognition and vocabulary diversity. Contrary to 

prior research, this study demonstrates that generative AI can convey positive emotional 

experiences to consumers. In essence, generative AI demonstrates a form of artificial empathy, 

marking a significant step forward for the next generation of AI in marketing communications 

(Liu-Thompkins et al. 2022). At last, the current paper sheds light on how different aspects of 

experiential narratives impact consumer intended engagement. It suggests that the level of 

embodied cognition and the diversity of sensory language have a more substantial effect on 

positive consumer attitudes and engagement than positive affect. 

Considerations for Public Policy

Our findings highlight some implications of the growing use of generative AI by firms to 

create a massive amount of marketing content at a lower cost. This paper demonstrates the 

capability of large language models to mimic and even outperform professional copywriters in 

crafting compelling yet potentially misleading narratives targeted at consumers. It underscores 

the potential role of these models in spreading misinformation about products and services either 

by including accidental hallucinations (like in Study 1B for product reviews) or being 

intentionally used by brands and influencers. Legitimized influencer accounts have also been 

identified as significant sources for disseminating misinformation on social media platforms (Di 

Domenico, Nunan and Pitardi 2022). Given the considerable influence of online consumer 

reviews and influencer content on consumer decisions, the use of generative AI by brands to 

create a large number of deceptive reviews with minimal effort and costs raises significant 

ethical concerns. Unable to discern that a review or post has been generated by ChatGPT rather 

than a human, consumers may base their decisions on fake content. 
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To mitigate these risks, policymakers must deliberate on preemptive measures, including 

mandatory disclosure of AI involvement in content creation. The recent EU Artificial 

Intelligence Act (https://artificialintelligenceact.eu/), the first comprehensive regulation on AI, 

provides a framework for thinking about risks related to AI applications. Most of the text 

addresses prohibited and high-risk AI systems. Prohibited AI systems refer to social scoring 

systems and manipulative AI, while high-risk AI systems are those profiling individuals by the 

automated processing of personal data. The use of generative AI for marketing communication 

seems to belong to the limited-risk category for which the EU Act is only calling for more 

transparency: “Deployers of an AI system that generates or manipulates text which is published 

with the purpose of informing the public on matters of public interest shall disclose that the text 

has been artificially generated or manipulated.” The introduction of warning labels for AI-

generated content in marketing communications is thus recommended to safeguard transparency 

and consumer rights to make informed decisions. The need for transparency and regulation of 

generative AI is especially crucial to protect vulnerable consumer segments (Weber et al. 2021). 

The labels can include several key aspects such as AI content identification, purpose of use, and 

disclaimer on accuracy. Such labels that indicate the potential risks of inaccurate facts and 

hallucinations from AI could serve as an essential tool in combating the spread of 

misinformation and disinformation (Mende et al. 2024).

Another way to curtail the ethical issues related to the use of generative AI in marketing 

communication is to ensure some human oversight over the process. The EU AI Act sees it as an 

alternative to the disclosure obligation: “This obligation shall not apply where […] the AI-

generated content has undergone a process of human review or editorial control and where a 

natural or legal person holds editorial responsibility for the publication of the content.” 
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Particularly in product descriptions, the 100% reliance on generative AI without human 

oversight should be prohibited to ensure content accuracy. Human oversight could encompass 

specific content creation guidelines or approval workflows to safeguard content quality and 

veracity.  

Yet, the above recommendations rely on the goodwill of companies to implement them. 

Is it possible to enforce these guidelines about transparency if, as our Study 2 indicates, it is 

barely possible for a human judge to detect generative AI intervention? The automatic analysis 

of a large corpus of generated content and its systematic comparison with human-generated 

content may provide valuable insights into developing AI-detection tools. Using this approach on 

a small scale in Study 1A, the automated textual analysis revealed several distinctive cues in the 

experiential narratives generated by ChatGPT: an over-reliance on positive affect, less embodied 

cognition, and a less varied vocabulary. These differences (and others) may present an 

opportunity for regulatory bodies to develop algorithms for detecting AI-generated content (see 

Liang et al., 2023, for an example of such a detector). However, keeping up with the pace of 

LLM development and progress to emulate human language will represent a huge challenge. The 

insights gained from these algorithms could also be included in campaigns to educate consumers 

on how to identify AI-generated content, thereby further minimizing potential risks. Consumer 

education represents a strategic intervention to elucidate the nature and application of generative 

AI across various sectors. By leveraging disclosures from companies, regulators can illustrate the 

role of generative AI in content creation and enhance public understanding. Given that 

consumers become vigilant only when they are suspicious of the environment (Banker and 

Khetani 2019), they must be informed that, despite the apparent authenticity of AI-generated 

content, it does not correspond to a real human experience but is instead derived from statistical 
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analyses of extensive training data collected from the Internet and various media sources. 

Furthermore, regular educational campaigns that increase general literacy on AI technology 

should be systematically implemented. These campaigns should aim to demystify algorithmic 

operations, explain the potential for inherent biases stemming from human prejudices in training 

datasets, and the “black box” nature of these systems, which operates on a “garbage in, garbage 

out” principle. This should help consumers understand that generative AI outputs can sometimes 

become unreliable. Enhancing such literacy on AI technology will equip consumers to navigate 

better the increasingly AI-driven landscape of information and content creation, thereby 

facilitating more informed and discerning decisions.

Future Research 

The present research has several limitations. Some of these limitations can inspire further 

avenues for research for which we offer proposition in Web Appendix D (see Table W3). First, 

the scope of this research was limited to two products within the food and beverage category. 

This type of content sets the bar especially high for generative AI to compare with human-

generated content because of its distinctive dimensions (affect, lexical diversity, and embodied 

cognition). Future studies should investigate a broader array of product categories and examine 

different narratives by generative AI. Our findings should extend to other types of experiences 

that involve hedonic dimensions, such as restaurants, hotels, entertainment venues, and cultural 

products. We expect that the comparison between human and AI content will reveal even fewer 

differences for utilitarian products, such as home appliances or telecommunication services. 

These usage experiences typically involve more factual descriptions and evaluations (i.e., less 
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affect), fewer bodily sensations (i.e., embodied cognition), and likely less variation from one 

consumer to another (i.e., lower lexical diversity). 

Second, there exist discrepancies between the results obtained through automatic text 

analysis and those derived from human rater evaluations. This is understandable, as automated 

text analysis provides an objective and quantitative assessment of the texts, which might not 

align with the subjective perceptions of a human audience. The ratings of AI-generated content 

by humans require large samples of participants, which is time-consuming and costly. Future 

research could address this methodological challenge by developing refined text analysis tools 

that replicate human evaluation. This might involve the use of generative AI as well. Recent 

studies on the use of generative AI in marketing research suggest promising possibilities for 

large language models (LLMs) to serve as substitutes for human participants in market research. 

(Goli and Singh 2024; Li et al. 2024). 

Third, the content generation process of our studies depends on the specific prompts we 

designed and the generative AI models used. Alternative prompts could yield substantially 

different outputs, potentially altering the results of our investigations. Future research may 

benefit from a more granular approach to control the outputs of generative AI systems, such as 

ChatGPT. The prompts could be more explicit about the desired perceptions and effects on the 

reader to customize the LLM outputs. For instance, future studies could instruct ChatGPT to 

produce text with various levels of embodied cognition, affect, and lexical diversity. While our 

study focused on ChatGPT 3.5 and ChatGPT 4, exploring other state-of-the-art models like 

Google’s Gemini and Anthropic’s Claude could provide a broader perspective on the progression 

of AI technologies. Such comparisons would shed light on specific strengths and weaknesses 
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across models, offering deeper insights into their potential applications in creating diverse types 

of content and enhancing consumer engagement.

Fourth, this research focused exclusively on textual content. Further investigation could 

explore the capacity of generative AI tools to create other types of content (audio, visual) and 

compare them with similar human-generated content. The most recent model, ChatGPT 4, is 

already multimodal and can process texts, images, sounds, and videos (Rahaman et al. 2023). For 

example, in Study 2, ChatGPT was instructed to generate text to accompany a picture for an 

Instagram post. We could envision asking the most recent LLMs to generate pictures, audio, or 

videos. Applications like DALL-E, which create images from text prompts, demonstrate the 

potential for such advancements. Virtual influencers represent a marketing application context 

for video-generated content. With the rise of influencer marketing, companies are increasingly 

deploying virtual influencers across social marketing platforms (Kim and Wang 2023), despite 

research indicating consumers’ skepticism towards virtual influencers’ proximal sensory (e.g., 

olfactory) capabilities (Zhou, Yan and Jiang 2023). Leveraging ostensibly legitimized content 

from generative AI, virtual influencers can craft compelling narratives that potentially alter 

consumer intentions and behaviors.

Fifth, another future research direction is to examine the impact of disclosing content 

origins (AI versus humans) on consumer perceptions. In the present studies, participants were 

not informed of the potential AI authorship because, consistent with our research question, we 

did not want their evaluations to be biased by the source cue. A different research question 

would be to investigate how the disclosure of generative AI involvement, consistent with the EU 

AI Act mentioned earlier, affects consumer perceptions of the content. Previous research 

indicates that AI authorship does not significantly alter text perception, though AI authors are 
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regarded as less anthropomorphic and intelligent than human authors (Lermann Henestrosa, 

Greving and Kimmerle 2023). Investigations on whether revealing AI authorship before and 

after reading the texts may shed light on the complex interactions between the source of content, 

text perception, behavioral intentions, and author perception. 

Conclusion

In this paper, we explored the capabilities of generative AI in creating experiential narratives 

within the realm of marketing communications and compare its performance with that of human-

created content on embodied cognition, affect, and lexical diversity. Our analysis revealed 

nuanced insights into strengths and weaknesses in generative AI’s ability to emulate human-like 

experiential narratives in marketing communications. The findings demonstrate that generative 

AI can match or even exceed human writers across three key dimensions and generate 

compelling narratives to drive purchase intention. Nonetheless, a notable risk associated with AI-

generated content is the possibility of producing and disseminating inaccurate information that is 

not based on any real product experience. This paper not only highlights the growing 

effectiveness of generative AI in replicating human emotional and sensory experiences but also 

emphasizes the need for transparency and ethical deployment. Looking forward, the paper 

suggests avenues for future research to ensure responsible AI integration in marketing. This 

exploration serves as a foundation for both marketing practitioners and policymakers, providing 

valuable guidance on the responsible harnessing of AI’s immense potential in shaping future 

marketing landscapes.
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Web Appendix A: Summary Statistics of Review Samples in Study 1A 

Table W1. Summary Statistics of Review Samples in Study 1A 

Variables Minimum 25th 

percentile 

Median 75th 

percentile 

Maximum 

Product price 13 70 117 200 26650 

Review point 73 84 87 89 96 

Word count      

      Human Experts 24 63 72 78 169 

      ChatGPT 3.5 53 64 68 77 118 

Embodied cognition      

      Human Experts 0 12.53 15.90 18.05 29.17 

      ChatGPT 3.5 1.45 6.59 9.23 12.98 22.37 

Affect      

      Human Experts 0 2.78 4.62 6.58 14.29 

      ChatGPT 3.5 0 4.48 6.08 7.46 14.29 

Positive tones      

      Human Experts 0 2.54 3.90 6.25 13.46 

      ChatGPT 3.5 0 3.49 5.52 7.06 14.29 

Positive emotions      

      Human Experts 0 0 0 1.27 6.12 

      ChatGPT 3.5 0 0 1.34 1.77 5.19 

Note: Review point refers to the quantitative score assigned to the reviewed product on a 100-

point scale. 
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Web Appendix B: Review Sample in Study 1B 

Table W2. Review Sample in Study 1B 

Reviews Human Experts  ChatGPT 3.5 

Review 1  The ruby/antique amber color suggests 

a first-fill sherry cask; the nose and 

palate confirm it. This whisky is a 

mouthful: fruitcake, roasted chestnuts, 

burnt raisin, candied orange, molasses, 

leather, tobacco, dark chocolate, wax, 

and a hint of clove. An incredible 

amount of sherry, but it’s not cloying. 

The flavors are clean, complex, and 

well-balanced. (LIWC scores: 

embodied cognition = 10.9; positive 

emotion = 0) 

Murray McDavid’s Mission 

Glenglassaugh 1986 Vintage 20 year 

old, at 55.3%, offers a nose with 

tropical fruit notes, vanilla, and a hint 

of oak. The palate is a delightful blend 

of flavors—ripe mango, coconut, and a 

touch of white chocolate create a 

complex and well-rounded profile. The 

finish is medium-length, with a final 

note of apricots. A rare and flavorful 

Highland single malt. (LIWC scores: 

embodied cognition = 4.69; positive 

emotion = 1.56) 

Review 2 Both bourbon and sherry casks were 

used for aging. Stewed fruits, 

butterscotch, and soft spices on the 

nose. Silky palate delivery, with honey, 

dark chocolate, light sherry, and cloves. 

Lingering finish, with citrus and 

allspice. (LIWC scores: embodied 

Aberlour’s 16 year old is a Speyside 

classic. At 40%, it offers a nose with 

hints of sherry sweetness, dried fruits, 

and a touch of oak. The palate is a 

delightful mix of flavors—sultanas, 

Christmas cake, and a gentle spice 

create a well-rounded and flavorful 
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cognition = 14.29; positive emotion = 

0) 

profile. The finish is medium-length, 

leaving a hint of cinnamon and dark 

chocolate. A well-crafted and 

approachable single malt. (LIWC 

scores: embodied cognition = 6.15; 

positive emotion = 1.54) 

Review 3 Aged in a sherry cask, and the sherry is 

clean and bright. I’m also picking up a 

good dose of warming peat smoke, 

along with molasses, and a gentle 

maltiness throughout. A peppering of 

subtle brine and a hint of seaweed peak 

through occasionally, reminding one of 

its Islay roots. (LIWC scores: 

embodied cognition = 16; positive 

emotion = 2) 

 

Bruichladdich’s Infinity is an Islay 

delight. At 55.5%, it presents a nose 

filled with peat smoke, maritime notes, 

and hints of brine. The palate is a bold 

and harmonious blend of flavors—

smoked bacon, seaweed, and a touch of 

citrus create a rich and layered profile. 

The finish is long and smoky, 

celebrating Islay’s peaty character. A 

well-rounded and flavorful whisky. 

(LIWC scores: embodied cognition = 

6.56; positive emotion = 3.28) 

Review 4 Peat has grown up to become the best 

version of himself that he can be. The 

mellow, sweet smoke makes all your 

cares drift away. It’s like walking on an 

Big Peat 25-year-old is a robust and 

smoky delight. Its golden hue hints at 

the complexity within. The nose offers 

a bold mix of peat smoke, brine, and a 
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Islay beach through seaweed stranded 

at the high-tide mark. Lemon lozenges, 

Sweethearts, flashes of citrus, stewed 

apple, and growing smoke. The gentle, 

glossy, mouth-coating finish generates 

an urge to expertly puff smoke rings 

out through pursed lips. (LIWC scores: 

embodied cognition = 20; positive 

emotion = 0) 

 

touch of medicinal notes. On the palate, 

it unfolds with layers of smoldering 

embers, hints of coastal seaweed, and a 

subtle sweetness. The finish is 

exceptionally long, with a lingering 

smokiness that warms the soul. At 

52.1%, it’s a powerful testament to the 

art of peated whisky, showcasing depth 

and character that only decades of 

aging can achieve. A must-try for peat 

enthusiasts. (LIWC scores: embodied 

cognition = 13.04; positive emotion = 

2.17) 
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Web Appendix C: Stimuli in Study 2 (Branded and Unbranded Content) 
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Web Appendix D: Propositions for Further Research 

Table W3. Propositions for Further Research on Consumer Perception of AI-Generated Content 

 Key Issues Research 

Questions 

Implications 

1. The influence of 

product category 

on the 

characteristics of 

AI-generated 

narratives 

Can this research 

findings be extended to 

different product 

categories than the 

highly sensorial food 

and beverage category?  

 

Future studies should 

investigate a broader 

array of product 

categories along the 

utilitarian/hedonic 

continuum. They should 

examine how the 

narratives by generative 

AI perform against 

human-generated 

narrative in these 

different contexts.  

How does the type 

of experiences and 

product category 

affect the differences 

between AI versus 

human generated 

narratives? 

 

What types of 

textual dimensions 

should be used to 

evaluate AI 

generated content 

for more utilitarian 

experiences?  

Our findings should 

extend to other type of 

experiences that involve 

some hedonic 

dimensions such as 

restaurants, hotels, 

entertainment venues, 

cultural products, etc.  

The comparison between 

human and AI contents 

should reveal less 

differences for utilitarian 

products, such as home 

appliances or 

telecommunication 

services. These usage 

experiences involve 

more factual descriptions 

and evaluations (i.e., less 

affect), less bodily 

sensations (i.e. embodied 

cognition) and probably 

less variations from one 

consumer to the other 

(i.e., lower lexical 

diversity). 

2. Method to evaluate 

AI-generated 

marketing content 

In this research, two 

methods are used to 

compare AI versus 

human-generated 

contents: automated 

textual analysis and 

ratings by human 

judges. The automated 

textual analysis 

provides an objective 

and quantitative 

assessment of the texts. 

The results may 

sometimes diverge from 

the subjective 

perceptions by a human 

audience. The ratings of 

AI-generated content by 

What is the 

appropriate method 

to measure AI-

generated marketing 

content targeted to a 

consumer audience? 

Future research in 

generative AI could 

develop refined text 

analysis tools that would 

replicate human 

evaluations. This might 

involve using generative 

AI to substitute for 

human participants in 

market research. 
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humans require large 

samples of participants, 

which is time-

consuming and costly. 

3. The effect of 

prompts on the AI-

generated 

marketing content 

The prompts used to 

generate narratives in 

this research were 

generic and did not 

specify the specific 

dimensions on which 

the output would be 

evaluated. The prompts 

could be more explicit 

about the desired 

perception and effects 

on the reader to 

customize the LLM 

outputs. 

How can AI-

generated 

experiential 

narratives be 

improved by 

refining the 

prompts? 

Future studies could 

instruct ChatGPT to 

produce texts with 

desired levels of 

embodied cognition, 

affect, and lexical 

diversity. A more fine-

grained approach to 

prompts could also test 

the adaptability of LLMs 

to adjust the generated 

narratives to target 

audiences with specific 

sociodemographics, or 

level of expertise in the 

product category.  

4. AI-generated audio 

and visual contents 

This research focused 

on textual contents 

exclusively. Further 

investigation could 

probe the capacity of 

generative AI tools to 

create other types of 

contents (audio, visual) 

and how they compare 

to human generated 

similar content. 

How do consumer 

evaluate audio and 

visual content 

generated by AI? 

Future studies could 

investigate the 

implications of multi-

modal AI-generated 

content applied to virtual 

influencers. Their 

“human-likeness” could 

be tested against human 

influencers.  

Deep fakes videos are 

another application 

context of non-textual 

AI-generated content. 

5. The effect of AI 

authorship 

disclosure on 

consumer 

responses 

Our research question 

examines how 

consumers perceive AI-

generated experiential 

narratives without any 

hint about the AI 

authorship. Given the 

ethical issues of 

spreading potential 

misinformation, and the 

EU guidelines about 

transparency, further 

research could extend 

the investigation by 

manipulating the 

presence of an AI 

warning label. 

How do consumers 

perceive and 

respond to the 

divulgation of AI 

authorship in 

marketing 

narratives? 

Future studies could 

conduct experiments 

where the AI-generated 

content would include a 

disclosure label: the 

timing of the disclosure 

(before, during or after 

processing the narrative), 

and the content of the 

label (AI full or partial 

authorship, or the 

mention that there was 

no AI intervention) could 

be manipulated. The goal 

would be to test if the 

knowledge of the AI 

intervention will taint 

consumer evaluation of 
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the generated narrative, 

and potential 

downstream 

consequences on attitude 

and engagement. This 

can provide guidelines 

for marketers to best 

implement public policy 

guidelines about 

transparency while still 

maximizing the intended 

effect of the marketing 

communication. 
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